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DefinTions anD Terms

DefinTions

Terms

 Connectorized Module	 A	PMD	with	a	separable	fiber	optic	connection	on	the	module,	with	a	separate	 
	 	 optical	fiber	patch	cord	(also	called	Receptacled	Module)

 Data Center Cabling	 The	IEEE	802.3	copper	or	fiber	optic	infrastructure	between	the	two	MDI	points 
 
 MDI	 Media	Dependent	Interface	-	the	IEEE	802.3	link	location	at	which	the	copper	 
	 	 or	fiber	optic	connector	mates	to	the	PMD

 OE	 Optical	Engine	–	the	chiplet	or	sub-assembly	for	a	co-packaged	optical	module	 
  the ASIC

 OSFP	 Octal	Small	Form	Factor	Pluggable

 Pigtailed Module	 A	PMD	with	an	inseparable	length	of	fiber,	typically	terminated	with	a	fiber	optic		
	 	 connector,	exiting	the	module	and	routing	to	the	card	edge

 PMD	 Physical	Medium	Dependent	–	IEEE	802.3	compliant	transceiver	module	minus	any		
	 	 copper	or	fiber	optic	cables	necessary	to	take	the	signal	to	the	card	edge

 QSFP-DD	 Quad	Small	Form-factor	Pluggable	Double	Density

 TP2	 Optical	Test	Point	2,	as	described	in	IEEE	802.3	Ethernet	standards,	 
	 	 at	which	optical	power	is	measured	from	the	source	PMD

 TP3	 Optical	Test	Point	3,	as	described	in	IEEE	802.3	Ethernet	standards,	 
	 	 at	which	optical	receive	signal	is	measured	going	to	the	destination	PMD

 ASIC	 Application	Specific	Integrated	Circuit

 BER	 Bit	Error	Rate

 CDR	 Clock	and	Data	Recovery

 CLTE	 Continuous-time	Linear	Equalizer

 COBO	 Consortium	for	On-Board	Optics

 CPO	 Co-Packaged	Optics

 DAC	 Direct	Attached	Cable	

 dB	 10	times	log10	of	a	power	ratio

 DFE	 Decision-feedback	Equalizer

 DR4	 Module	output	with	4	optical	channels	using	8	single-mode	fibers,	500	m	reach
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DefinTions anD Terms (Con’T)

 ELS	 External	Laser	Source

 FFE	 Feed-forward	Equalizer

 FR4	 Module	output	with	4	optical	channels	using	2	single-mode	fibers,	2	km	reach

 IEC	 International	Electrotechnical	Commission

 IEEE	 Institute	of	Electrical	and	Electronics	Engineers

 IC	 Integrated	Circuit

 MDI	 Medium	Dependent	Interface

 MSA	 Multi-Supplier	Agreement

 NPO	 Near	Packaged	Optics

 OBO	 On	Board	Optics

 PIC	 Photonic	Integrated	Circuit

 PUE	 Power	Usage	Effectiveness

 SiPh	 Silicon	Photonics

 SN(R)		 Signal-to-Noise	(Ratio)	-	the	ratio	of	signal	power	to	the	noise	power,	 
	 	 often	expressed	in	decibel	(dB)	units

 SR4	 Module	output	with	4	optical	channels	using	8	multi-mode	fibers,	100	m	reach

 SR8	 Module	output	with	8	optical	channels	using	16	multi-mode	fibers,	100	m	reach

 TIA	 Telecommunications	Industry	Association

 VSR	 Very	Short	Reach

 XSR, XSR+	 Extra	Short	Reach

Terms
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1. inTroDuCTion

Next generation applications within datacenters continue their trend toward data intensive usage models and 
resource disaggregation.  To meet the next generation application requirements, cost, power, latency, and over-
all bandwidth of each component needs to be considered for both existing applications and new use cases.  The 
shift to cloud-based networks focuses this data load on hyperscale-level datacenters were networking equip-
ment upgrades focus on denser, cheaper, and faster implementations which can expand data network band-
width. These upgrades are occurring as the network design has changed, shifting to mesh architectures where 
leaf and spine switches are used to provide greater reliability and greater increases to the interconnectivity of 
the network.  The required interconnectivity demands high speed switches and optical interconnects in order to 
maintain and sustain application developments.

As these market drivers create larger bandwidth requirements, technical forces make using pluggable technol-
ogies for interconnects difficult as sufficient bandwidth begin to enact space and size penalties versus existing 
designs. Embedded optics at the board or module have been discussed and deployed for generations, and the 
concept is not new in the networking industry. Optics mounted directly on the host PCB or directly near the 
compute module or sockets were target for specific applications such as in supercomputers. On-board optical 
(OBO) or co-packaged optical (CPO) modules both provide interconnects within the server PCB. The Consor-
tium for On-Board Optics (COBO) members developed an embedded optical module form factor: the On-
Board Optical Module Specification to support 400G, 800G, and beyond. For CPO modules, module require-
ments on shape, size, and power are being aligned through various consortia, multi-supplier agreements  
(MSA), and standard agencies such as IEEE or OIF. [1]

The removal of the optical pluggables from the faceplate provides an opportunity to re-evaluate the faceplate 
design configuration for optical connections, heat management, and power into a network switch or datacenter 
server. This white paper will review design options available to accommodate the optical connectivity required 
and evaluate potential impacts on optical signal, thermal, and safety criteria. Topics will include issues, po-
tential solutions, and design implementation considerations to inform the implementer community. It should 
be noted that the descriptions in this application note are intended as examples of possible applications and 
implementations. In no case are they intended to be prescriptive as certain CPO specifications may change and 
the overall options may require adjustment for implementation to meet other new or changed specifications.
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TABLE 2.1 - Electrical Capabilities of Pluggable, OBO, and CPO Designs

2.1 - Design Changes wiTh a Cpo swiTCh sysTem 
The CPO switch system still performs the same structure as a pluggable-based switch, routing data between  
individual serves and toward the overall data center. A CPO based switch system would integrate, or co-pack-
age, the ASIC and the optical engine onto a single substrate. Solutions would need to co-package the ASIC 
with the correct number of optical engines to reach the target bandwidth. The shift of optical transceivers away 
from the front plate creates new opportunities for revised layouts and modifications across the entire switch.  
Capabilities for electrical, optical, and thermal cooling, and packaging designs will depend on the design  
choices for various solutions.  

2.2 - ConneCTiviTy opTions for eleCTriCal inTerfaCe

The electrical interconnect between the host ASIC and the (optical) engine/module should be selected to 
minimize power and cost at the same time achieving the required performance metrics and mechanical require-
ments. The electrical interface performance is not only a function of the insertion loss of the host electrical 
interconnect, it is also dependent on the reflections and crosstalk of the interconnect. A variety of options have 
been proposed as bandwidth requirements continue to increase. A high level summary is provided in Table 2-1.

The signal integrity of the host channel is controlled by PCB design or cabled interconnect performance and 
connector/socket selection. The following sections provide guidance for selecting the optimal host ASIC to 
optical engine/module electrical interconnect and interface.

eleCTriCal inTerConneCT opTions for Cpo

The electrical interconnect between the Host ASIC and a CPO optical engine has no connector (but may have 
a high performance socket). The channel uses package or interposer traces to achieve good signal integrity. 
Implementations of CPO designs may use package traces (Figure 2-1a) or interposer traces (Figure 2-1b). The 
signal integrity of the electrical channel is determined by the channel routing, the socket performance and 
package parasitics. Note that all insertion loss values in this section are calculated at the Nyquist frequency for 
112G PAM4 signaling.

2. sysTem overview of Cpo swiTCh 
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FIGURE 2.1 - CPO electrical interconnect using package or interposer designs

FIGURE 2.2 - OBO electrical interconnect using interposer or cable designs

The electrical interconnect between the Host ASIC and an On-Board Optics (OBO) socket and IC has no  
connector (but may have  high performance sockets on both ends of the channel). These connection types have  
also been called near packaged optics (NPO), as the ASIC and OBO IC are ideally near each other in order to 
facilitate shorter electrical interconnects. The interconnect may use host PCB traces connected to the OBO socket, 
or interposer traces connected to an intra box cable which is connected to a OBO socket. The connections to the 
package/interposer and the OBO module are done via sockets. Figure 2-2  shows the Host IC to OBO interconnect 
using a interposer traces (2-2a) and an intra box cable (2-2b). The signal integrity of the electrical channel is  
determined by the package/interposer channel, the intra box cable, the socket performance and package parasitics.

eleCTriCal inTerfaCe opTions for The Cpo anD obo inTerConneCTs

There are multiple electrical interface options that are available for the CPO and OBO interconnects. The 
selection of the optimum electrical interface depends on the insertion loss, the use of a connector and the signal 
integrity of the interconnect. 
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Figure 2-3: CPO/OBO	non-retimed	electrical	interface	block	diagram

Figure 2-4: CPO/OBO	‘half	linear’	electrical	interface	block	diagram

Designs can use a linear interface, long reach (LR), a very short reach (VSR), or a retimed extra short reach  
(XSR and XSR+). A wide variety of electrical interoperability designs are available and the following summarizes 
some relevant designs for CPO or OBO interconnects. A continuous-time linear equalizer (CTLE), feed-forward 
equalizer (FFE), and decision-feedback equalizer (DFE) are needed in all cases. The electrical interface options 
addressed here are listed in increasing complexity of module Clock and Data Recovery (CDR) design.

The non-retimed interface uses the ability of the Host IC to equalize both the electrical and optical interconnect. 
The module design requires only a CTLE in the transmit path and pre-emphasis (labeled as Pre-Emph) on the 
receive path. The linear interface has a CDR of 22 tap DFE and 40 tap FFE, and is shown in Figure 2-3.

The Half Linear interface uses the XSR+ retimed interface in the Tx direction and a linear interface for the Rx 
direction. This option can be used for optical module designs that require retiming in the Tx direction because 
of the design of the laser driver/modulator. The half linear interface would have the same LR CDR and a XSR+ 
CDR of 1 tap DFE and 3 tap FFE, and is shown in Figure 2-4.

The XSR electrical interface uses the lowest power retimer circuits in the module. The XSR CDR has no digital 
equalizer, resulting in the optical CDR being between 5 – 15 tap FFE only. However, it does not support the 
higher insertion loss interconnects and does not support a connector. The XSR electrical interface is shown in 
Figure 2-5.
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Figure 2-5: CPO/OBO	XSR	electrical	interface	block	diagram

Figure 2-6: CPO/NPO	XSR+	electrical	interface	block	diagram

Figure 2-7: CPO/NPO	VSR/C2M	electrical	interface	block	diagram

The XSR+ electrical interface uses low power retiming in both Tx and Rx directions. The XSR+ CDR is 1 tap 
DFE and 3 tap FFE, and the optical CDR would be 5 – 15 tap FFE. It requires retiming of the optical interface 
to be done inside the optical module. It supports one connector/socket. The XSR+ electrical interface is shown 
in Figure 2-6.

The VSR/Chip to Module (VSR/C2M) electrical interface is traditionally used for Host IC to face-plate plug-
gable modules. It supports the highest loss interconnect but also requires the highest optical module power 
dissipation. The VSR electrical interface has a CDR of 4 tap DFE and 8 tap FFE, and is shown in Figure 2-7.

2.3 ConneCTiviTy opTions beTween CompuTe anD fronT panel

For a 51.2 Tbps switch, most of the ports on the front panel will be optical connections. Optical connectivity 
options have been reviewed extensively in other reports [2], but a brief discussion of connections and definitions is 
needed to define the optical path from the compute engine to the front panel. 
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Table 2-2: Optical	Capabilities	of	Pluggable,	OBO,	and	CPO	Designs

Table 2-3: Pluggable,	OBO,	and	CPO	Packaging	and	Design	Capabilities

The term PMD (Physical Medium Dependent) from the IEEE is used in the same context as prior COBO 
whitepapers [3] to incorporate the electro-optical package mounted to the system circuit board without the  
fiber necessary to take the signal to and from the card edge. In a co-packaged optical design, the PMD is the  
integrated optical engine (OE). Some form of optical cabling is required to reach the Medium Dependent  
Interface (MDI), which is defined in the same manner as IEEE ethernet standards. The end-user of the system 
simply sees an MDI interface at the faceplate regardless of connectivity type. A summary of potential  
performance changes in the optical and packaging capabilities for on-board optics and co-packages optics  
are provided in Table 2-2 and Table 2-3, respectively.
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Figure 2-8: 51.2	Tbps	switch	CPO	layout	example

Both the connection method and connection type are design considerations that impact overall system require-
ments for signal, heat, and cabling density. Pigtailed cabling is directly attached to the PMD, while connector-
ized cabling uses a patch cord with connectors at both ends. In either case, connections at the panel are needed 
for data transmit/receive along with optional external laser sources. A design showing the basic elements of a 
switch ASIC with co-packaged optics is shown in Figure 2-8.

Detail descriptions of fiber optic connectors, cleaning of connector end faces, and connector reliability and 
performance standards can be found in [3]. Connector types vary dependent on implementation and the selec-
tion of PMD. For a 51.2 Tbps switch, multiple multi-fiber connectors are expected to be required due to single 
channel bandwidth constraints. For external laser sources which would plug into the face plate, current form 
factors are not standardized. This whitepaper follows the proposal of the Co-Packaged Optics Collaboration 
[4], where either OSFP form factor dimensions [5] or QSFP-DD form factor dimensions [6] would be used. A 
list of commonly known connector types is provided in Table 2-4. These designs have different fiber densities 
and area requirements, which define the overall concentration and layout of connectors on the faceplate layout.  
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The size of the overall connection area on the rack faceplate will vary depending on the overall design and 
spacing requirements of each receptacle. Blind mate connectors, used to protect the end-user from eyesight 
damage, may also require designs with receptacles significantly larger than the minimum receptacle size 
requirements. These connector designs are referenced later in the whitepaper when faceplate connections are 
required.

Table 2-4: Optical	fiber	connectors	and	1RU	connector	density
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One of the primary challenges of co-packaged optics is the large amount of fiber that connects directly to the 
CPO substrate. At the time of this white paper, CPO fiber counts for 51.2 Tbps bandwidth would require  
hundreds to over 1000 fibers. Fibers may be different lengths and have optical connectors attached to the ends, 
including MT-type multi-fiber connectors. End users will not have easy access to this fiber since these connectors 
are on-board and behind the front panel. Although there are many optical factories trained in handling on-board 
fiber, connecting and routing the required number of fibers to an ASIC is a new challenge.

Design safeguards to the optical engine (OE) interface are recommended to allow for replacement of  
components, thus impacting the yield and reliability of the entire CPO switch. It is critical that the components 
are designed such that they can be physically separated from the CPO. As shown in the following sub-sections, 
this separation can be achieved electrically, optically, or both depending on design needs.

 
3.1 eleCTriCal separaTion: soCkeTeD opTiCal engine

Electrical separation is typically realized by means of a socket between the OE and the CPO substrate  
(see Figure 3-1). It allows CPO factories to plug in optical engines after the solder reflow process. This avoids 
exposing the OE, optical fiber, and connectors to high temperatures, thus improving switch yield and reliability. 
An electrical socket also allows for the use of standard optical connectors and transceiver components. Using 
standard optics reduces cost and enables a mature, diverse supply chain.

The tradeoff to electrically socketed optical engines is reduced electrical performance and higher component 
costs. At some speed threshold, it may be difficult to maintain signal integrity. Therefore, some future optical 
engines may not be able to use an electrical socket.  Current development plans use electrical sockets, but alter-
native options are available and discussed in later sections.

3. opTiCal engine inTerfaCe

Figure 3-1:  Electrically	separable	socketed	optical	engine
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3.2 opTiCal separaTion: solDereD opTiCal engine wiTh fiber pigTail

If instead of an electric socket the OE is soldered to the substrate, optical separation is highly desired. Optical 
separation is typically realized by means of an optical connector between the OE and the on-board fiber. It al-
lows for most of the optical fiber and connectors to be installed after the solder reflow process. However, some 
type of optical interface must remain integrated into the OE.

One method of achieving this optical separation is for the OE to integrate a short length of fiber ending with an 
optical connector (i.e. a fiber pigtail, See Figure 3-2). Again, because the fiber pigtail is permanently fused to 
the OE, it too must be compatible with solder reflow temperatures. At the time of this whitepaper, commercial-
ized MT-type optical connectors/pigtails compatible with reflow are not commercially available.

3.3 opTiCal separaTion: solDereD opTiCal engine wiTh fiber reCepTaCle

Another method to achieve optical separation is to integrate a fiber optic receptacle into the OE, illustrated in 
Figure 3-3. While similar to the fiber pigtail in Section 3.2, this subtle change eliminates exposure of the fiber 
and connector to solder reflow temperatures. Much like electrically socketed optical engines in Section 3.1, it 
enables the use of standard optical connectors to mate to the receptacle.

Any failure modes of the optical engine in this design are non-recoverable without removal of the co-packaged 
module.  The optical connector attached directly to the engine could potentially take up valuable space for com-
ponent cooling. The connector on board may also create risks during optical fiber replacement. since space may 
be constrained within the switch enclosure. At the time of this whitepaper, commercialized MT-type optical 
receptacles compatible with reflow have been demonstrated, but are not yet commercially available.

Figure 3-2: Soldered	optical	engine	with	optically	separable	pigtail

Figure 3-3: Soldered	Optical	Engine	with	Optically	Separable	Receptacle
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4.1 fiber rouTing ComplexiTy

For a CPO switch ASIC, dealing with fiber routing is inevitable from fibers from optical engines to the front 
panel inside the switch chassis. The optical engines are positioned closely around the ASIC to minimize the 
distance of the electrical path, thereby maximizing the electrical performance and lowering the overall ASIC 
power consumption. However, design selection complicates the fiber routing inside the system. Even though 
electrical paths can be minimized between OE and ASIC, the distance from each OE to the faceplate would 
vary. In addition, the fibers would exit the optical engine in four different directions in the case where the  
optical engines are positioned as illustrated in Figure 4-1.

For an electrically separable socketed optical engine, fibers in the Figure 4-1 design would need to be long 
enough to extend to the faceplate, requiring various lengths of fiber to route each optical engine.  For a  
pigtailed optical engine design as shown in Figure 4-1, there may be 4 to 8 variants of pigtail length required. 
Multiple lengths increase the total components in the BOM of the switch system, and the OE manufacturers 
would be required to prepare the pigtails in various lengths as illustrated in Figure 4-2.

4. miD-boarD ConneCTion 

Figure 4-1:	Example	fiber	layout	for	16	co-packaged	module	design
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Pigtail length variation brings concerns not only about design but also the risk of fiber damage during installa-
tion. The fibers pigtails will need to be routed in tight spaces surrounded by other components. This can impact 
the overall production yield, especially in the case that the OEs are soldered in the switch package and are not 
replaceable, where damage to a single fiber in the pigtail will compromise the entire CPO switch package. This 
yield risk can contribute negatively to the overall costs of the switch production. In the case where pigtails 
would be connectorized, connector positions and size could constrain options for heating or fiber density.  
Pigtail lengths, if varied, may documentation detailing fiber layouts to prevent unwanted breakage.

Figure 4-2:	Fiber	pigtail	lengths	required	for	interior	connections

4.2 miD-boarD ConneCTor as a soluTion To fiber rouTing ConCerns

Implementing a mid-board/on-board optical interconnect solution can solve these concerns. By adding a mid-
board connector between the OE and the faceplate, and providing jumper cords of various lengths, the OE 
pigtail length can be reduced to just one design. This simplifies the manufacturing for the OE vendors, while 
also reducing the risk of damage to the OE and the attached pigtail. Furthermore, the shorter pigtails simplify 
the installation of the ASIC OE to the faceplate. Although the jumper cords require routing around the system, 
fiber breakage do not compromise the CPO switch ASIC subassembly. Jumper fibers can be easily replaced 
with another jumper. Yield-affecting risks are shifted to jumper cables from the more expensive OE and ASIC 
components. The change helps to improve the cost impact of the CPO switch ASIC. There are multiple solu-
tions for mid-board/on-board connectivity. Options for mid-board connectors are shown in Figure 4-3.

Figure 4-3:	Example	of	mid-board	connector	solutions
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Figure 4-4:	Connection	points	between	transmit	and	receive	PMDs

The use of IEC 61753-1 Grade B rated connectors can be considered to achieve a lower loss consistently. It 
is one of the best performance grades for the fiber optic connector insertion loss. This performance grade is 
providing a manufacturer independent interoperability, and the connector loss is guaranteed by a test with 
randomly mated pairs among different manufacturers and manufacturing batches. Based on this random mating 
specification for MPO connector (IEC 61755-3-3), Grade B MPO 12F single mode fiber connectors are to meet 
0.25dB or better at 97.3% of each fiber channel. A summary of fiber interconnections was previously provided 
in Table 2-4.

This approach does add an additional connection and the associated connector loss. The system suppliers need 
to consider a way to keep this connector loss as low as possible, and desirably the end operators can maintain 
the other connection points in the network at lower loss as well. The number of potential connector points  
increase, as shown in Figure 4-4. CPO assemblies would add additional fiber optical cables and connectors to 
the design, with jumper cables adding one additional set beyond the ones included for a CPO solution. The use 
of airgap or expanded-beam connectors, which are more dust-insensitive and easy to clean, could help reduce 
the operational costs associated with the assembly and maintenance of these connections.



White Paper
 Design Considerations of Optical Connectivity in a Co-Packaged or On-Board Optics Switch

Copyright © 2022 COBO.  All Rights Reserved.  Page 20

5.1 inTernal versus exTernal laser sourCe

For optical engines placed near the ASIC, multiple factors should be considered prior to the selection of an 
internal (or integrated) laser source (ILS) versus an external laser source (ELS). Failure in the pluggable design 
currently used in most datacenter applications requires the replacement of the pluggable on the faceplate of 
the switch. Using the design previously shown in Figure 4-1, the reliability of the ASIC and 16 ILS-based OE 
components would be combined. Failure of one ILS-based OE would reduce the switch network efficiency. The 
replacement and service cost of the full ASIC/OE subassembly would be needed to restore full functionality.

Designs with external laser sources would locate the laser in separate packages or modules. This design should 
remove one component failure risk off the subassembly. These ELS modules would use optical fiber to supply 
the laser source to each OE, resulting in an increase in the quantity and density of fibers required to reach the 
optical engine. Ideally, these ELS connectors use standard pluggable form factors and fiber connectors which 
could be incorporated on the switch faceplate. Multiple ELS modules may be required to supply the laser inten-
sity necessary to power every lane. To connect these to the OEs inside the switch, similar design considerations 
on pigtails and fiber path cords would be needed for ELS.

The ELS modules can also be optimized for heat management and temperature control. ASIC temperature 
consistency depends on the utilization rate of the network switch, while separate ELS modules would have 
improved thermal management or be isolated from the ASIC heat generation. Other design options for ELS 
modules are dependent on the module design and implementation requirements.

5.2 opTions for exTernal laser sourCes

There are multiple options to create ELS modules, and designs can be categorized into 3 types: an On-Board 
Optics (OBO) design, a front plate pluggable design with a fiber pigtail (Pluggable Pigtail), and a front plate 
pluggable design with a blind mate optical connector (Pluggable Blind Mate). Polarized maintaining fibers 
(PMF) are used in most ELS module designs at this time. Design options are shown schematically in  
Figure 5-1.

5. laser sourCe
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For these three options, there are trade-offs in the design constraints on the module and the switch by selecting 
one option over another option. For these three options, a summary comparison is provided in Table 5-1.

Figure 5-1:	Potential	External	Laser	Source	(ELS)	configurations

Table 5-1:	Comparison	of	External	Laser	Source	(ELS)	Configurations
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5.3 polarizaTion mainTaining fiber for high power maTing

Each of the three ELS types use an array of polarization maintaining (PM) fibers to connect to the optical  
engine. Use of PM fiber is not common in the data center or the switch, especially in array connector types  
(e.g. MPO). Array connector manufacturers are studying methods to optimize the use of PM fiber, which need 
to be aligned towithin a certain rotational precision to properly isolate the two polarization states - expressed as 
polarization extinction ratio (PER).

Connector manufacturers are also studying the end face cleanliness requirements for mating of PM fiber in high 
power applications. Data centers are familiar with the challenges of debris on optical connectors. Links brought 
down by debris are common in normal operations. Cleaning and inspection can resolve these issues, but it is 
often mitigated reactively as links go down in the field. The penalty for debris on ELS PM mated fibers is much 
higher. The ELS PM fibers may carry hundreds of mW of power, which is two orders of magnitude greater than 
a typical data fiber. With these power levels, even the smallest bit of debris may result in permanent catastroph-
ic damage to the mating connector. Ensuring clean ELS PM fiber mating connectors is critical. Regardless of 
the type of ELS module, PM fiber for high power mated connections will require a more diligent and proactive 
approach to cleaning & inspection in the field.
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The faceplate can be configured in multiple ways, with different combinations of the optical port granular-
ity and connector types. It is important that these are carefully chosen to serve the operational needs of the 
data center as well as to assist in the thermal management of the switch box, particularly if this involves the 
air-cooling of  >1kW systems. For example, as shown in Figure 6-1, the faceplate of a 51.2 Tbps switch box 
may be configured as 32 ports with 1.6 Tbps throughput per port, or 128 ports x 400 Gbps per port, with impact 
on the required panel height (rack real estate) and faceplate surface available for airflow. Basic guidance is 
provided below on the possible configurations and their influence on thermal management.  

6. faCeplaTe Design for Cpo swiTCh inTerfaCe

6.1  Design opTions

6.1.1 opTiCal ConneCTors for DaTa porTs 
Table 6-1 lists the fiber channel density for various optical connectors, and the corresponding panel height 
required DR-based and FR-based switch systems, assuming 100Gb/s/lane communication. For ease of  
discussion, DR-based 51.2 Tbps bandwidth switches were assumed to require 1024 fibers, while FR-based  
51.2 Tbps bandwidth switches were assumed to require 256 fibers. Due the reduced fiber requirements for 
FR-based front panels, additional connector options could be available for a 1U design since a smaller number 
of ports would be necessary to fit 256 fibers on the faceplate. For DR-based front panels, only connectors with 
high number of fibers per port would fit within 1U switch design. 

Figure 6-1:	Faceplate	port	requirements	
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Connector choices also differ in size and functionality: the air-gap (AirMT) and expanded beam connectors are 
more dust resistant. Connectors such as AirMT, MXC, MMC, or SN-MT16, have a smaller connector size and 
high fiber/port density to minimize the number of ports and the overall area required on the faceplate. The opti-
cal and operational characteristics of these connectors are described and referenced in Section 2, and connector 
selection should be chosen according to user needs.   

6.1.2  exTernal lighT sourCe 
The implementation of the optical source, as described in Section 5, is also a matter of consideration for the 
faceplate design. In the case that the optical source is implemented on the front panel in the form of a pluggable 
external light source (ELS) modules, its form factor and method of optical connection will influence the face-
plate design. A blind-mate connection is preferred, whereby the optical connection between the ELS and the 
CPO is made through the host-connector inside the module cage, as opposed to having a dedicated connector 
on the faceplate, as shown in Figure 6-2. This not only improves the eye-safety of the system, but also reduces 
the footprint, thereby enabling a smaller panel height and/or increased space for airflow.

Figure 6-1:	Faceplate	Port	Granularity
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6.2  faCeplaTe Comparison

Once connectors have been selected, any available remaining space could be used for cooling or other  
components at the switch faceplate.  Figure 6-3 provides a visual representation of potential connector footprint 
area. Higher density connector configurations all allow significant reduction in overall space, providing room 
for other components or reducing the switch from a 2U to a 1U design. 

The number of ELS modules required for a CPO system depends on the optical power required by the optical 
engine, and the output power of the laser channels. For example, if the output of each laser channel is sufficient 
to power the transmission of 4 x 100G lanes, this would require 128 laser channels in a 51.2 Tbps system.  
For ELS module carrying 8 laser channels, 16 of such modules would be required.

Figure 6-2:	ELS	optical	connectivity	design	options

Figure 6-3:	Faceplate	connector	footprint	(left)	and	air-hole	footprint	(right)
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While 64 MPO ports in a 1U panel is possible, there is only a small amount of faceplate area left for airflow or 
ELS modules. Smaller, denser,  or ganged connectors would be needed to free front panel area for other compo-
nents.  Ganged variants or multiport adapters are shown for SN-MT and MMC connectors in Figure 6-3, which 
also help reduce overall faceplate area used by optical connectors. Higher density connectors such as AirMT, 
SN-MT and MMC shown in Table 6-2 carry 16-fiber per connector and would have lower panel area use for an 
equivalent number of fibers. These benefits are apparent when comparing configurations in Figure 6-3.  

Configurations could be envisioned where ELS modules and a connectors could be incorporated within a 1U 
based design.  The addition of both the ELS module and optionally the ELS optical connector would require 
additional faceplate area to incorporate.  The configuration and layout of such a design is likely to be specific 
to that module and require layout of both ELS and fiber connectors in a manner that matches the internal fiber 
layout.

With a CPO or OBO switch having electrical to optical connections within the switch itself, connector choice 
availability and placement is no longer constrained to only the pluggable module design. Smaller footprint 
connectors can be implemented and still maintain the number of fibers or ports necessary for a 51.2 Tbps 
bandwidth switch. The connector choice should be made in combination with other design considerations. 
Operational factors such as connector cleanability and breakout capability will need to be analyzed to ensure 
acceptable ease of use while in operation. The layout of the connectors and ELS modules is also important, as it 
affects the fiber routing and management inside the switch box. However, specific port layout recommendations 
are beyond the scope of this whitepaper. The faceplate configuration requires careful consideration of thermal 
management, particularly since the CPO switch box could potentially need to dissipate a kW or more.
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Compared to fiber links that use pluggable transceivers, those that use co-packaged transceivers contain  
more fiber connectors. These additional connectors include those on the faceplate of the co-packaged switch 
as well as any mid-board connectors. The characteristics of these connectors must be carefully considered 
to ensure that co-packaged optics are 1) interoperable with pluggable modules and 2) backwards compatible 
with structured cabling already installed in a data center. Satisfying these two criteria are essential for the 
wide adoption of CPO.

7.1 loCaTion of Tp2 anD Tp3

Application standards include test points throughout a link often labeled “TP”. In IEEE 802.3 Ethernet 
standards two important test points are TP2 and TP3. The optical transmit signal properties are defined 
and measured at TP2 and the optical receive signal is defined at TP3. For pluggable transceivers TP2 is at 
the output of a short patch cord that connects to the pluggable module transmit port. TP3 is at the output 
of the fiber cable that connects to the pluggable module. The optical loss between TP2 and TP3 due to 
fiber attenuation and connector and splice loss is included in the power budget. Note that any loss between 
the transceiver and the fiber connectors at the transceiver port is not included in the power budget. These 
connection points are shown in Figure 7-1.

7. opTiCal TesT anD measuremenT

Figure 7-1:	Test	Point	Definitions
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For co-packaged switches there is not a transceiver interface accessible at the faceplate. Instead there are fiber 
connectors on the faceplate. To maintain backwards compatibility with installed cable plants in data centers the 
optical loss of the faceplate connectors must be considered as a separate power budget line item. 

Installed cable plants are built with pluggable standards in mind and it cannot be assumed that there is extra 
loss available in the link budget. TP2 and TP3 must be located at the same place as with pluggable modules.  
It may be useful to define additional test points (named TP2’ and TP3’) at the mid-board connectors to  
characterize the optical engines during switch assembly. A proposed point for these two test points are shown in 
Figure 7-2.

7.2 faCeplaTe ConneCTor loss

The reliability of CPO switches is important to end users looking to adopt this new technology. The  
optical loss of the faceplate connectors must be known and well controlled. Co-packaged switches may 
have up to 1024 fibers on the faceplate, so the loss statistics must be considered. If standard loss values 
such as those found in IEC 61753-3-31 are used, the long distribution “tail” will lead to connector loss 
budgets up to 1 dB. This is much too high for cost-effective, low power co-packaged optics systems. 
Instead, co-packaged switches should only use faceplate connectors with loss values better than standard. 
These connectors may have names like Ultra Low Loss and will have maximum loss values of 0.35 dB for 
single mode and 0.2 dB for multimode connectors. Using these connectors will ensure that power budgets 
will be practical and loss targets will be met with high reliability.

Figure 7-2:	Potential	additional	test	points	for	signal	measurements
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7.3 power buDgeT aDjusTmenT for Cpo

Compared to power budgets written with pluggable modules in mind, the additional loss due to extra CPO 
connectors must be added to both the transmit power and receiver sensitivity. This is necessary to ensure 
interoperability with pluggable modules. Compared to transmission between two pluggable modules, the 
case where a CPO switch transmits, and a pluggable receiver includes more loss due to the faceplate and 
mid-board connectors. The standard for the pluggable module is already written and the receiver sensi-
tivity of the pluggable cannot be adjusted. The only option is to increase transmit power. Likewise, if a 
pluggable module transmits and the CPO switch receives, the only available option is to improve the sen-
sitivity of the CPO receiver to compensate for the additional loss. The CPO connector loss will show up 
twice in the power budget: in the increased transmit power and in the improved receiver sensitivity. It is 
imperative that the connector loss be maintained at reasonable levels to ensure that CPO switches operate 
at low power and are cost effective.

Any loss incurred coupling from the optical engine to the first fiber need not be included in the application 
power budget. Like pluggable modules, the transmit signal will be characterized after the optical engine 
couples into the first fiber. This loss will be included in the required transmit power.
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8. Cooling sysTems

There are five levels of data center cooling system: chip level, server (device) level, rack level, plenum 
level and room level [18]. The device level cooling system of a data center is to transfer the heat gener-
ated by the operating electronic devices to the rack level room air or cooling distribution unit (CDU) in a 
timely manner. Combining all the five levels, the focus of the data center cooling system is to ensure that 
the temperature of all devices is stable within a safety range. The device level cooling system should work 
properly using the thermal budget between the hot devices and the ambient cold source, applying efficient 
cooling methods. Solutions described here are limited to the cooling process for the switch assembly and 
not the overall datacenter, as cooling methods can vary dependent on location, size, and layout.

8.1 Thermal Challenge

With the rapid growth of switching ASIC bandwidth and computational power consumption, the tempera-
ture of electronic devices in a switch will increase if cooling systems cannot remove the increased heat 
generation. With a new design, CPO type switches will challenge thermal management due to the compact 
layout of hot optics and the ASIC switch. An ideal device level cooling system should work robustly and 
efficiently between the hot CPO parts and the ambient cold source, with easy assembly and maintenance. 
Table 8-1 provide the estimated power consumption values of 25.6 and 51.2 Tbps CPO assemblies. 

Under the existing technical conditions, the power of 25.6 Tbps CPO assembly and the next-generation  
51.2 Tbps CPO assembly are estimated to reach 1112 W and 1854 W, respectively, excluding the power  
consumed by electrical frequency conversion.

 
8.2  implemenTaTion faCTors for Cooling Designs

Figure 8-1 shows a hierarchy of cooling methods, starting from the two main cooling methods: air cooling and 
liquid cooling. Air cooling can be further divided as solid metal air cooling and two phase enhanced air cooling, 
based on the implementation choices for thermal management and heat distribution. For liquid cooling methods, 
classifications depend on the liquid coolant remaining a single phase or designed with two phase cooling.

Table 8-1:	25.6-51.2	Tbps	CPO	Power	Consumption	Estimation
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soliD meTal Cooling meThoDs

The air-cooling method is a well-established cooling method used within the current data center  
infrastructure. Solid metal air cooling adopts solid metal as the base structure and thermal spreader to 
achieve the heat dissipation of devices. The heat generated by the working electronic devices is conducted 
to the heat sink through the thermal interface material (TIM) and the solid metal spreader. Heat is then 
removed by the air flowing over the heat sink surfaces. The cooling mechanism for a heat sink is shown  
in Figure 8-2 showing air blowing across the ASIC heatsink. 

Figure 8-1:	Cooling	Methods	Classification

Figure 8-2:	Air	cooled	heat	sink	cooling	mechanism
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Thermal interface material (TIM) is used to cover the incomplete contact between the heat sink and the 
chip components. The TIMs family includes but is not limited to the following materials: phase changing 
material / composition (PCM / PCC), metal solders, thermally anisotropic composite, carbon-based ma-
terials, polymer-based materials, or liquid metals. Materials are provided as a solid thermal pad, thermal 
grease, or thermal gel. Property ranges for commercially available materials are shown in Table 8-2. 

Fans are key components for the air cooling system. The key fan issues are flow direction, pressure drop, flow 
rate, redundancy, and ease of replacement. These factors influence the flow control of air through the switch box. 
To feed the cold air to the hot regions in a switch, the main heat sources’ physical layout, front panel openings, 
guiding structure, side baffles, fin type and direction should be optimized together with heatsink and fans power 
characteristics. Simulation and testing are needed to validate temperature profiles. For narrow switch chassis 
design configurations, the heat sink plus fan assembly may be too tall and more complicated design types are 
needed. Fans and heat sinks can be separated and the commonly adopted fin types includes aluminum profile, 
interrupted-fin, folded-fin, or radiation enhanced fin designs. 

Two phase enhanCeD air Cooling meThoDs

Two phase enhanced air-cooling systems refer to the air-cooling systems which are enhanced by locally installed 
two phase fluid containers. These designs leverage the latent heat of vaporization to absorb and transfer heat,  
using heat pipes, thermosiphons, or vapor chambers. The suitability of each design varies dependent on the 
geometry and available cooling systems. Vapor chambers are preferred for local heat sinks, thermosiphons for 
remote heat sinks, while the heat pipe allows for flexibility in shape and relative position. Figure 8-3 shows 
heat transfer schematics for heat pipes and vapor chamber designs. Heat pipes use a structured wall surface to 
transport liquid back to the evaporator zone.  When air cooled, heat pipes need heat sinks with an open area in 
the chassis to contain cooling elements and equipment. Thermosiphons are modifications of heat pipes, where 
gravity is used to move condensed liquid back to the evaporator.

Table 8-2:	Thermal	Interface	Material	Properties
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For a given diameter, thermosiphons have a higher maximum heat transport capacity than heat pipes.  
Thermosiphons can also carry heat farther distances than heat pipes because the working fluid flows back to  
the evaporator along the smooth or grooved inner walls. Vapor chambers allow for heat to spread evenly using 
the same mechanism as heat pipes.  Vapor chambers can be used with air-cooled heat sinks  or incorporated 
into more complex designs to spread heat across a large surface area.  Since two phase methods provide  
additional geometric flexibility, height constraints are less critical and can allow 1U space designs.

single phase liquiD Cooling meThoDs 
As power generation within switches and other datacenter components continue to increase,  the maximum 
capacity of air heat removal is around 37 W/cm2 begins to constrain designs and options for only air cooled 
technologies.  Liquid cooling allows for higher heat transfer and is an efficient method that can be directly or 
indirectly implemented in the datacenter. Single phase liquid cooling has three forms which are fundamentally 
the same process with different engineering designs. In Figure 8-4, two cooling designs for single phase liquid 
cooling are shown.

Figure 8-3:	Two	phase	enhanced	air	cooling	mechanisms

Figure 8-4:	Single	phase	liquid	cooling	designs
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The left schematic is liquid immersion cooling, which applies non-evaporating coolant to transfer the heat to 
CDU. If all components are fully immersed, this would be difficult to implement where optical connectors may 
be contaminated with coolant. While ruggedized connectors exist, parts are bulky and may limit the overall 
serviceability and design density requirements. 

Chip immersion cooling limits immersion to only the chips or surrounding area and is shown in the center im-
age of Figure 8-4. Circulation and coolant volume are limited due to design requirements, and cooling systems 
are currently custom to the co-packaged module.  An alternative design to chip immersion is cold plate cooling, 
which uses forced convection in channels to cool one or more components. This method is an application of 
a demonstrated similar technology in automotive engines and radiators. Single-phase cold plate cooling is a 
heating process of circulating coolant where no phase change occurs. Water is the most practical coolant due 
to superior thermophysical properties and high boiling point, but a leak risks component damage. Selecting 
non-conductive coolants may lower damage risks and help with leakage mitigation.

Two phase liquiD Cooling meThoDs

Two phase liquid cooling takes advantage of the large latent heat of evaporation to absorb large amount of  
energy. Immersion and isolated systems are shown in Figure 8-5.  A two phase fluid near its boiling point is an 
ideal coolant to absorb, transfer and discharge heat. Two phase immersion cooling, or pool boiling, immerses 
the heat generating components in a large pool of liquid. Vapor from the pool is cooled at the on-site  
condensing unit. Immersion cooling can support more than 200 kW power consumption and can reach a PUE 
(Power Usage Effectiveness) around 1.1 over 20 years lifespan. This method is limited to components which 
are compatible with liquid immersion because of sealing issues, but remains an option due to significant bene-
fits in heat dissipation and vibration free cooling.

Flow boiling methods are in development to utilize two phase liquid cooling in a closed loop circulating fluid 
system. Two possible options are loop heat pipes or loop thermosiphons. Liquid evaporates while flowing 
through the hot spot, similar to the heat pipe designs shown in Figure 8-3.  The condenser to remove heat is 
remote and independent of the server rack. The key disadvantage to this method is dry out risks at the hot spot, 
which would significantly reduce the cooling performance. Research and reliability testing is ongoing on new 
liquids and cooler designs to improve performance and reduce the risk of dry out.
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Force-fed cooling is a more advanced design of flow boiling which attempts to enhance liquid convection 
across a hot surface. While this cooling method one of the most efficient cooling methods in theory, limited 
implementations are in use due to potential sealing issues, complex installation, and process control.

8.3 Cooling meThoDs for Cpo swiTCh assembly

For the CPO assembly, the concentration of high-power devices creates challenges for air cooling. Since all 
components are now centrally located, heat must be transported away or sufficient air space provided to  
effectively cool the ASIC and OE components temperature, Tj, to an acceptable thermal level. As an example, 
the liquid cooling options of cold plate heat exchange design integration is provided. 

A proposed template is shown in Table 8-2. This design is a type of cold plate cooling rack with 8 liquid  
cooling modules (each module’s cooling capacity is 700-1200 W and maximum heat flux density is 150 W/
cm²). Meanwhile, 2 liquid-to-liquid cooling distribution units (CDU) are assembled, while each of them has 
2 pumps (1+1 redundancy). A liquid-to-air CDU is assembled to cool the coolant from the two liquid-to-liq-
uid CDUs by the room air. For the entire liquid cooling system, 3M™ Fluorinert™ Electronic Liquid FC-40 is 
chosen as the cooling liquid at rack side, avoiding short circuit caused by working fluid leakage. For a sense of 
scale, Figure 8-6 shows a cooling unit next to a switch rack.

Figure 8-5:	Two	phase	liquid	cooling	designs
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The results of thermal simulation analysis show that the use of cold plate heat exchanger can effectively control 
the temperature of the CPO Assembly within a sufficient margin from the device specifications. Figure 8-7 and 
Figure 8-8 show the CPO Assembly temperature distribution as defined in Table 8-3. 

Figure 8-6:	Liquid-to-air	CDU	(left)	and	Switch	Rack	with	2	CDUs	(right)	

Table 8-3:	25.6	Tbps	and	51.2	Tbps	CPO	Assembly	Simulation	Condition

In Figure 8-7 and Figure 8-8, heat is effectively managed in both cases. The increase in heat for the 51.2 Tbps 
is reflected in the higher overall temperature of all components through the simulated design.
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Figure 8-7:	25.6	Tbps	CPO	Assembly	Temperature	Distribution	Simulation	

Figure 8-8:	51.2	Tbps	CPO	Assembly	Temperature	Distribution	Simulation	
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Figure 8-9:	PUE	of	Different	Cooling	Methods	in	a	Data	Center

8.4 Comparison of Cooling meThoDs

With the understanding that the system could be cooled using cold plate technology as shown in the example 
design, another key consideration is the energy efficiency of the overall design.  PUE is the index to evaluate 
the energy efficiency of data centers.  PUE is calculated using the following parameters:

 

For the application of different cooling methods in data center, the commonly seen PUE range is shown in 
Figure 8-9, however, it may vary based on the equipment and system design. It can be seen that the PUE of 
immersion cooling can reach the lowest value, approaching the theoretical limitation value 1.0.

The PUE itself does not take into account any reuse of energy (heat recovery), therefore the Green Grid  
defined the Energy Reuse Effectiveness (ERE) as:

 

Where Pcooling is the input power of the cooling equipment, Ppower is the power energy lost in the power distribu-
tion system through line-loss and other infrastructure (UPS or PDU) inefficiencies, Plighting is the power used to 
light the data center and support spaces, PIT is the input power of the IT equipment, Preuse is the heat reuse factor. 
The cold plate and immersion liquid cooling technology have the advantages not only on PUE but also provide 
easy accessible energy recover and reuse option through the CDU.

Cooling method selection will impact the overall space within the switch design, and methods will need to be 
implemented in order for the optical engines and ASIC to remain within operational conditions.  Air cooling, 
cold plate cooling. immersive cooling, and other cooling methods have benefits and drawbacks to the overall 
design of the switch.  Key considerations are provided in Table 8-4. 
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Table 8-4:	Comparison	of	Different	Cooling	Methods	

Thermal efficiency is only a portion of the design requirements for a comprehensive cooling solution. Cooling 
capacity requirements, available space, environmental requirements, budget, and other factors will need to be 
evaluated to ensure switch components remain within operating temperature ranges. 

9. summary

Optical engine design, co-packaging method, connector selection, laser source requirements, and heat man-
agement all impact the design and space requirements necessary for co-packaged designs to exist within an 
optical switch. Industrial solutions to handle new requirements have started to become available to integrate 
all components into a smaller footprint than previously possible. Smaller connector options have recently been 
announced which allow for denser connections without significant impact to server size or airflow design. 
External laser sources and co-packaged designs with better heat management could enable a full design within 
a 1RU space footprint. 
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